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P-values 

From: Key Concepts for assessing claims about treatment effects and making well-informed 

treatment choices (Version 2022) 

2.4c Be cautious of p-values. 

Explanation 
The observed difference in outcomes is the best estimate of how relatively effective and safe 

treatments are (or would be, if the comparison were made in many more people). However, 

because of the play of chance, the true difference may be larger or smaller than this. The confidence 

interval is the range within which the true difference is likely to lie, after considering the play of 

chance. Although a confidence interval (margin of error) is more informative than a p-value, often 

only the latter is reported. P-values are often misinterpreted to mean that treatments have or do 

not have important effects. 

For example, George Siontis and John Ioannidis reviewed 51 articles that reported “statistically 

significant tiny effects” published in four high profile journals [Siontis 2011 (SR)]. Even minimal bias 

in those studies could explain the observed “effects”. Yet, more than half (28) of the articles did not 

express any concern about the size or uncertainty of the estimate of the observed effect. Despite the 

low p-values reported in these articles, the results often excluded effects that would be large 

enough to be important. Interpretation of small effects based on p-values alone is likely to be 

misleading.  

Basis for this concept 
P-values, or “significance” levels, measure the probability of observing a result as extreme or more 

extreme than the actual result, simply by chance, if, in reality, there is no treatment difference. The 

smaller the p-value the less likely it is that there is no difference. Hundreds of warnings of the 

limitations of p-values and significance testing have been published [Stang 2017 (SR)]. From the 

1970s to 2014, the proportion of abstracts (summaries of studies) with significance testing without 

any confidence intervals decreased from close to 100% to below 25%. However, the proportion of 

abstracts reporting only confidence intervals (and not p-values) in the top medical journals was only 

22%. Another systematic review of abstracts indexed in MEDLINE found that more abstracts and 

articles reported p-values over time between 1990 and 2015 [Chavalarias 2016 (SR)]. Almost all 

abstracts and articles with p-values reported “statistically significant” results. Confidence intervals 

were only reported in about 2% of abstracts. 

Despite all the warnings about p-values and significance testing, use and misinterpretation of p-

values continues to be a problem. In 2016, the American Statistical Association released a policy 

statement on statistical significance and p-values, which included this warning [Wasserstein 2016]: 

‘‘The widespread use of ‘statistical significance’ (generally interpreted as ‘p < 0.05’) as a license for 

making a claim of a scientific finding (or implied truth) leads to considerable distortion of the 

scientific process.’’ 

A systematic review of abstracts describing the results of cancer randomized trials with p-values 

between 0.01 and 0.10 found that trials commonly failed to convey uncertainty when describing 

results of “marginal statistical significance” [Rubinstein 2019 (SR)]. The results were often conveyed 

as definitively demonstrating that the null hypothesis (no difference) was false. This is likely 

associated with a discrete threshold for “statistical significance” (generally 0.05). 
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Another systematic review of surgical randomized trials found that outcomes reported in the 

abstract had three times the odds of being “statistically significant” compared to the corresponding 

full text [Assem 2017 (SR)]. Biased reporting of outcomes in abstracts based on p-values being below 

an arbitrary threshold has been found in other studies [Boutron 2010 (SR), Chavalarias 2016 (SR), 

Ginsel 2015 (SR), Gøtzsche 2006 (SR)]. This problem is like problems with publication bias and 

selective outcome reporting (see Concept 2.2b). 

P-values can be misinterpreted in several ways [Goodman 2008 , Greenland 2016]. Perhaps most 

importantly, “statistical significance” may be confused with importance, and the cut-off for 

considering a result as statistically significant (generally p < 0.05) is arbitrary (see Concept 2.4d). 

People often assume that a low p-value indicates an important effect. However, a low p-value may 

or may not indicate an important effect, as illustrated in the figure below. All three studies have a p-

value less than 0.05, indicating that it is unlikely that the observed treatment difference could have 

occurred simply by chance. But Study 1 indicates that it is unlikely that the difference was important, 

Study 2 indicates it is uncertain whether there was an important difference, and Study 3 indicates it 

is likely there was an important difference. 

 

The blue dots in the figure above indicate the observed treatment effect and the horizontal lines 

indicate the confidence interval for each effect estimate. The figure illustrates why confidence 

intervals are more informative than p-values, as well as why the results of treatment comparisons 

should be interpreted in relation to thresholds for what is considered to be an important effect, not 

in relation to no difference. 

Another problem with p-values is that people may assume that a p-value is the probability that there 

is no treatment difference and that a high p-value indicates a high probability that there is not a 

difference [Sterne 2001]. However, p-values indicate the probability of a “type I error” (assuming 

there is a difference when in fact there is not). They do not indicate the probability of a “type II 

error” (assuming there is not a difference when in fact there is). Many studies are too small to rule 

out an important difference (see Concept 2.3d). 

Furthermore, people may assume that a low p-value indicates the likelihood that the observed 

treatment effect is the “true” effect. However, p-values only indicate the probability of wrongly 

assuming there is a difference when the observed difference could have occurred simply by chance 
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(“random error”). It does not indicate anything about the risk of bias (systematic errors) because of 

how studies are designed, analysed, or reported (see Concepts 2.1a-2.1g). 

P-values are used for testing the “null hypothesis” (that there is not a difference). A low p-value 

indicates that the null hypothesis can be rejected, with respect to random error. But hypothesis 

testing is unhelpful for people deciding whether to use a treatment. Hypothesis testing implies that 

there is a simple yes or no answer (there is or is not an effect) and it does not convey any 

information about the size of the effect [Gardner 1986]. Estimation of the size of the effect – for 

example, how big the difference is – and the confidence interval for that estimate is much more 

informative and less likely to mislead people. 

However, it should be noted that confidence intervals are also sometimes misinterpreted [Greenland 

2016]. In addition, 95 % confidence intervals correspond to a 0.05 cut-off for p-values. Thus, they 

have some of the same shortcomings as p-values. Nonetheless, confidence intervals are preferable 

to “significance” tests and p-values because they shift the focus away from the null hypothesis, 

toward the range of effect estimates compatible with the data. Provided they are interpreted 

carefully, they can also shift the focus from any difference greater than zero to effects that are large 

enough to be important [Zeng 2021]. 

Implications 
Understanding a confidence interval may be necessary to understand the reliability of estimates of 

treatment effects. Whenever possible, consider confidence intervals when assessing estimates of 

treatment effects. Do not be misled by p-values. 
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